
International Journal of Advanced Research and 

Multidisciplinary Trends (IJARMT) 
     An International Open Access, Peer-Reviewed Refereed Journal 

 Impact Factor: 6.4       Website: https://ijarmt.com          ISSN No.: 3048-9458 

 

Volume-1, Issue-2, October – December 2024                                                                               220       

A Comprehensive Study on Student Performance Prediction Through 

Machine Learning 

 

Dr. Divya Shree 

Assistant Professor, Department of Computer Science,   

Tika Ram Girls College Sonipat  

 

Abstract—The Machine Learning has been used in educational area necessitated to handle 

several types of problems such as: to handle the drop out problems/cases, to improve the 

students’ retention cases, knowing in advance at risk students, to predict and analysis the 

students’ performance. Recently, lot of changes have occurred in education sector/system, such 

as school/university were temporary closed, offline education work moved towards an online 

education, school/university have reopened, bringing out major changes in the behavior of 

students which directly or indirectly affects the performance of students. Compatibility of this 

study to existing study for obtaining best predictive accuracy value model with significant 

datasets. For predictive analysis the performance of student into three categories such as 

excellent , average and poor with significant datasets, consequently upon reopening of schools, 

the aim/objective of this study for considering the selection between 1501 to 9000 range of 

datasets by determining the range on average bases somewhere on the point neither more nor less 

number of previous researchers and also identifying the exiting the best machine learning 

algorithms whose accuracy value may be above 90%.From 2019 to 2021 MLP (Multi-layer 

Perceptron), RF (Random Forest), QDA (Quadratic Discriminant Analysis), LGBM (Gradient 

Boosting), Support Vector Machine, Linear Regression, BiLSTM (Bidirectional Long Short-

Term Memory) algorithms and to provide higher accuracy value that was greater than 90%. 

After the analysis of previous research work there were seven algorithms whose accuracy value 

above than the 90% and also the modest range of datasets (that was greater than 1500 and less 

than equal to 9000(>1500&<= 9000)) was considered by neither more nor less previous 

researchers (4 previous researchers) in their studies. 

Keywords—Machine Learning, Performance of the Students, Evaluation Matrix, Predictive 

Analytics, Education System. 

I. INTRODUCTION 

A. Education System 

Schools and University come under the education system. In this system different age of 

people come to gain an education. The education system stands on three pillars described in 

Fig. 1. 

 

Fig.1. Three Pillars of Education System 
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These three pillars being Teaching style, student’s behavior and administration task are 

interrelated to each other. In its administrator is the person who plan, control and run the 

academic institution (university administration). Administration helps by developing the child 

center curriculum, and also assist the teacher/instructor for taking better decision in future and 

timely providing work and feedback to and from students vice versa. The teacher/lecturer taught 

the students and get their responses for feedback in the form of marks or results. With the help 

of these feedback or responses teacher/lecturer come to know their teaching skill and learning 

ability of a student. if any type of deficiency is found out in their teaching skill and learning 

ability of a student then it can be removed by taking a corrective action by administrator at 

correct time. This process helped for achieving the higher success rate in future [1, 11]. 

B. Machine learning in Education 

Recently, it was difficult to handle the large amount of data manually therefore after some 

time, machine learning was used/introduced in several area among which educational area is one 

of them. Machine learning automated the large data and helped in removing the computation 

complexity. Significant dataset, extracted/selected most Relevant features and the best accurate 

model were the most important factors for providing the sufficient and accurate result into three 

categories i.e., excellent, average and poor. These factors also helped the administrator, parents, 

students to know about the lagging student so that correct action should be taken at correct time 

by the administration, parents and students itself and also providing more attention/focused 

towards lagging students for improving the result or performance in future. Machine learning 

is also used for several purposes such as to improve the student’s performance, handle the drop 

out problems, improve student’s retention and to analyze the student’s performance [10-11]. 

C. Measure of Predictive Accuracy of the Student’s Performance. 

Fig. 2. is described Structure and steps of predictive analysis. Large amount of data (school/ 

university record) not only in the form of time related data (historical record etc.), but also in 

the form of web (huge database repository provided by internet), multimedia and hypertext 

(audio, text video, image) etc. were stored into different-different locations databases 

(school/university’s branches) or flat files. From multiple data sources (database or flat files 

etc.) only the relevant data were collected, cleaned and integrated into a single site (single place) 

in the form of data Warehouse (offline data, online data). The relevant data were retrievedfrom 

offline and online data (Kaggle, UCI Govt data repository etc.) and transformed it into the form 

of well- defined structured data (summary data) and then analyzed it. The most relevant 

features/variables were retrieved/extracted from it by applying the numerous intelligent 

methods such as SMOTE with FS (feature selection), BiLSTM (Bidirectional Long Short-Term 

Memory) combined with an attention mechanism and features extraction method, naïve byes, 

clustering method (k mean (ANN, SVM)) etc. into it [10, 13, 18]. Structured data or relevant 

features were applied to build and train the machine learning prediction model. In the next step 

tested the prediction model by adding some query instances into it and generated the prediction 

result whose accuracy measured by several evaluation metrics such as F- Measure, AUC, 

Accuracy, Precision, Recall etc. [15]. In the last and final step model had monitored as well as 

refined [8]. 
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Fig.2. Structure & Steps of Predictive Analytics 

 

This paper reviewing the previous 5 years research work on selecting the best machine 

learning model and the modest range of dataset was considered by neither more nor less 

previous researchers in their studies. This paper’s author builds a systematic approach of 

reviewed work which supports the following given objectives. 

II. OBJECTIVES OF THIS PAPER ARE: 

• To identify the existing study on which it is based, 

• To identify the existing best algorithm/machine learning model for predictive analytics the 

student’s performance. 
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III. LITERATURE REVIEW 

Reviewed paper reviewed the previous research work which focused on the country that 

had low literacy rate and helped these country’s academics to effectively manage their student 

performance so that their literacy rate should/could be improved. Not only single aspect/factor 

instead of the complete program/factors (educator’s competence, social- economic data and 

academic data) needed to predict the student’s performance [7]. With the help of 

recommended system of the Student’s success not only analyzed , forecasted but also knew 

about their reason (behind their success)that helps the education institution and parents to 

effectively examine the Students performance which depends on various factors such as free 

time, alcoholic and study time etc.[17].Students based factors(Lack of time , Lack of 

motivation , Insufficient background knowledge and skills )and MOOC based factors/variables 

( Isolation and lack of interactivity, Course design, Hidden costs )will result into very high 

degree of drop out cases. To control such drop out cases , some solution being introduced such 

as Clickstream data standardization (MOOC contained several traceable events and interactions 

from various audio & video devices including user presence time, documents viewed, number 

of videos watched, frequency of interactions, and links opened - among others. ), Student-

provided data (restricted to access the private/personal data.), Feature engineering 

techniques(the techniques explored some more different features such as student's prior 

experience, test grades etc.), students that were likely to drop were timely identified, Evaluating 

models and predictors, student interaction through various discussion activities that helped to 

analyze the student dropout prediction challenges (Availability of publicly accessible dataset, 

Managed big masses of unstructured data, Student schedule, Lack of enough sample data, Data 

variance, High data imbalanced etc.) by way of developing an effective and accuracy predictive 

model [20] as described in given Table 1. 

TABLE 1. LITERATURE REVIEW Of PREVIOUS REVIEWED WORK. 

 

Ref. No. 

Details 

Study Based on Year School/Uni

versity 

Instances 

 

 

 

[7] 

Predicting the 

student’s 

performance using 

machine learning 

methods. 

 

 

 

2020 

 

 

 

n/a 

 

 

 

n/a 

 

 

[17] 

Analysis, 

forecasting the 

student’s success 

and also present 

their 

reasons. 

 

 

 

2021 

 

 

 

school 

 

 

 

200 

 

 

 

[20] 

 

 

MOOC 

Dropout 

Prediction. 

 

 

 

2018 

 

 

 

Online 

courses 

0ut of 641138 

instances 17687 

instances had 

obtained certificate 
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In Education system several changes have occurred from time to time. One of the bigger 

changes was: Used education system with machine learning not only for prediction purpose but 

also for predictive analytics purpose proved/described by several previous researchers in their 

researches. The prediction system of student’s performance with the help of Deep Neural 

Network applied six algorithm(as Decision Tree (C5.0), Support Vector Machine, K-Nearest 

Neighbor, Naïve Bayes, Random Forest and Deep neural network in R Programming) with 

kaggle dataset for trained model and tested .Out of six tested algorithms Deep neural network 

had outperformed and produced accuracy value of 84% [3].In school the Educator used naïve 

byes model for selecting the most relevant features and examined the correlation between and 

predicted performance of students on assessments/results. The Administrator /Investigator used 

this predicted model for taking right action at right time and achieved higher student’s success 

rate in future [11]. Data mining and machine learning both are used for same purpose but the 

main difference in between was machine learning automate the work and easily handled the 

large computation complexity whereas data mining not. Machine learning and data mining used 

for analysis of the student’s performance by using k-mean clustering algorithms with two 

classification algorithm (ANN, SVM) and collected datasets from ED- Facts (from govt. 

inventory data). Artificial Neural Network (ANN) achieved higher performance as compared 

to Support Vector Machine (SVM) in terms of Mean Squared Error ( MSE around 5-20% ) and 

Effort Estimation (EE around 15- 27%) [13].Forecasted the Most suitable Educational path for 

the better career to each and every school students / learners who were convinced for the 12 

standard based on their 10 standard performance marks as well as recommended them better 

academic program for their higher education by used several machine learning 

methods/approaches. The Light GBM algorithm was the best classification model for 

arts/humanities and science-based intermediate program whose F-measure values (0.97 and 

0.90), ROC-AUC values (0.97 and 0.90), Cohen's Kappa values (0.94 and 0.80) and Log loss 

values (0.0002 and 0.003). Same as Different course have different best algorithm by measure 

F- Measure, ROC- AUC Value, Cohen Kappa and log loss values. Therefore, all applied 

machine learning models/method provided averages of evaluation metrics ‘s different 

performances, in terms of F-measures value: 97.16%, ROC-AUC value: 97.16%, Cohen's 

Kappa value: 94.33%, and the Log loss value: 9.88% for all academic programs [4]. Predictive 

analysis refers to analyze and forecast the student’s performance. Student performance’s 

predictive accuracy improved or enhanced by use of three different datasets and three machine 

learning algorithms (XG Boost, RF, AdaBoost). Out of three machine learning model XG Boost 

algorithm provided the highest and improved predictive accuracy. For all three datasets Accuracy 

(Measure Matrix) had increased to (7.35%,4.5%,4.2%) as compared to original Pfa algorithm 

[10]. 

IV. ANALYSIS OF PREVIOUS RESEARCH MODELS/ALGORITHMS, TOOLS 

AND INSTANCES. 

A. Machine Learning Best Models/Algorithms and Evaluation Matrix with their Higher 

Accuracy Value. 

In grade k-12 model identified the most relevant features for better/successful performance 
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of students with accuracy value of 71.0% [11]. In 2017 in degree program to predict the student 

‘s performance and produced N/A (superior performance to benchmark approaches) [12]. In 

2018 Provided a road map for both academic stuff and students and got RepTree TP rate value: 

0.634, Precision (0.629), Recall (refers to a TP rate) with a value of 0.634 and a FP (0.409), 

J48 model applied provided more correlate features to the final class [1] and also provided 

MOOC Dropout Prediction. In the next year 2019 accuracy measured by several ways such as 

1. Predicting student college commitment decisions with AUC score of 77.79% [14]. 2. Deep 

neural network applied for prediction of student’s performance 2019 and achieved accuracy of 

84% [3]. 3. Students academia performance predicted into excellent or non-excellent with 

89.26% accuracy (All classifier overall accuracy was above than 80%) [8]. 4. Adaptive 

recommendation suitable education path(s) by applied LR and QDA with F measure value of 

0.91% [6].5. Some preventive actions taken in advance through which students successfully 

cope up with the course and applied MLP&RF classification model for achieved accuracy 

92.3% (ROC Curve: - MLP-97.5%, RF- 98%.) [2]. 6. Evaluation of student’s performance by 

applying machine learning algorithm and produced The Mean Square Error: - 5 to 20% and the 

Effort Estimation was around 15-27% [13]. Therefore in 2019 accuracy measured between the 

range of 77.79% to 98% with Mean Square Error: - 5 to 20% and the Effort Estimation was 

around 15- 27%. 

In 2020 accuracy produced by two ways 1. To recommend the best educational path to each 

and every student by using various Courses, the science-based intermediate programs & 

arts/humanities-based intermediate programs produced best accuracy value by applying Light 

GBM algorithm (f-measure=100%, Cohen kappa= 100%, ROC Curve= 100%) [4]. 2. and also 

predicted the student’s native place by applying MLP, SVM model and produced accuracy 

value of 91.7% ,91.1% respectively. Therefore in 2020 range of accuracy between 91.1% to 

100 %. In 2021 accuracy value measured between 80% to 99.5% and also accuracy evaluation 

metrics increased of (7.35%,4.5%,4.2%) as compared to original PFA algorithm as shown in 

Table 2. 

TABLE 2. ACCURACY VALUES AND EVALUATION MATRIX VALUE FROM 2017 TO 

2021. 

 

Year 

Description 

References No. Accuracy 

N/A [11] 71.0% 

 

2017 

 

[12] 

N/A (superior performance to benchmark approaches) 

 

 

2018 

 

[1] 

RepTree TP rate value: 0.634, Precision: 0.629, Recall 

(refers 

to a TP rate) with a value of 0.634 and a FP: 0.409 

[20] n/a 

 

 

 

 

2019 

[14] AUC score of 77.79% 

[3] Accuracy = 84% 

[8] 89.26% 

 

[6] 

LR (Linear Regression) and QDA 

F measure 0.91% 
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 [2] accuracy: 92.3% (ROC Curve: MLP-97.5%, RF-98% 

 

[13] 

The Mean Square Error = 5- 20% and the Effort 

Estimation was around 15-27% 

2020 [5] MLP accuracy (91.7%), SVM Accuracy (91.1%) 

  

[4] 

(LGBM) 

F- measure =100%, cohen kappa= 100%, ROC Curve= 

100% 

2021 [10] Accuracy metrics an increase of (7.35%,4.5%,4.2%) as 

compared to original Pfa algorithm. 

 [16] Accuracy exceeds 80% 

 [18] BiLSTM 

accuracy =90.16% (With feature selection) 

 [9] RF 91% 

 [19] RF (93%) 

 [15] RF F-measure of 99.5% 

B. Machine learning Existing Accuracy Greater than 90%. 

Machine learning based on existing model obtained accuracy greater than 90% or that 

produced higher measure matrix value. LGBM, RF, MPL&SVM, Linear Regression, BiLSTM 

(With feature selection) were the exiting best model that produced accuracy value greater than 

90% [4-5, 9, 15, 19]. QDA F-Measure was the existing measure matrix that produced higher 

measure matrix [6] as shown in Table 3. 

TABLE 3. OBTAINED ACCURACY OR MEASURE MATRIX GREATER THAN 

90%. 

 

References No. 

Description 

Models (Accuracy or Measure/Evaluation 

Matrix 

>90%) 

 

[4, 9, 15, 18, 19] 

LGBM, RF, BiLSTM (With feature 

selection) 

[5] MLP&SVM 

[6] Linear Regression, QDA F-Measure 

C. Tools 

Machine learning based on existing study used several tools for their studies. These tools 

helped in handling easily and effectively the large amount of computation complexity in lesser 

time. Weka 3.8 used as tool in reference number [1, 16], rapid miner 8.3 used as a tool in 

reference [8], python &its packages (scikit learn) used as tool in existing study reference 

number [14, 18], Python lib (tensorflow, SKlearn, numpy, seaborn) were the tools of reference 

number [9, 19], Pycart library tool used by reference number [19] and Python& anaconda IDE 

used by existing study as their tool 

[17] as shown in Table 4. 
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TABLE 4. EXISITING STUDY TOOLS. 

 

Sr. No. 

Description of Exiting Tools 

Tools References 

1 Weka 3.8 [1, 16] 

2 Rapid miner 8.3 software [8] 

 Python & its packages (Scikit learn) [14, 18] 

3 Python library (Tensorflow, SKlearn, 

Numpy, Seaborn) 

[9, 19] 

4 Pycart library [19] 

5 Python& anaconda IDE [17] 

D. Instances 

The previous research worker mostly considered in their studies less than 1500 

instances/dataset and only few researchers considered the range of instances between 1501to 

9000 to their studies. In the last a single research paper contained in its studies instances 

between 31000 to 33000 on the basis of the research work. For the purpose of this study the 

data set range which is desirable should not be either less or more as considered by the previous 

researchers as described in Table 5. 

TABLE 5: RANGE OF INSTANCES WITH REFERENCES. 

Instances References 

0-600 [1-3, 5, 10-11, 19] 

601-1500 [8, 12-13,15, 18] 

1501-3000 [4, 6] 

3001-9000 [14, 16] 

Upto 33000 [90] 

V. CONCLUSION 

Machine learning automates the large data and helps the minimizing the computation 

complexity resultant. Machine learning is used in education to handle several problems 

including dropout cases, retention cases and determining in advance at risk students, predicting 

and analyzing the student’s performance. This analysis is focused on moderate range of dataset 

meaning there by neither more nor less dataset as indicated in the previous researchers in their 

studies. Such study identifies the best algorithms that approves accuracy value above than 90% 

and also identify the tools that were used by several researcher .The resultant effect is that 

in2019 MLP (92.3%) ,RF( 92.3%) [2] and LR, QDA ( 91% )[6] , In 2020 MLP ( 91.7% ) , SVM 

(91.1%) [5] , LGBM ( 100%) [4] and in 2021 RF( 91% )[9] , 99.5% [15] ,93% [19] and 

BiLSTM ( 90.16%) [18] had the machine learning algorithms that obtained accuracy value 

above than the 90%. and Weka 3.8 [1, 16], Rapid miner 8.3 software [8], Python & its packages 

(scikit learn) [14, 18], Python lib (tensorflow, SKlearn, numpy, seaborn) [9, 19], Pycart library 

[19], Python& anaconda IDE [17] were the Tools that were applied by the researchers in their 

works. This study is focused on above objectives which will be used by this paper/study author 

in their upcoming research work. These analyses and the use of machine learning model also 

help the administrator, teacher and parents to design and develop a student center curriculum 

and improving the teaching and learning skill as per the student need and also taking correct 
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action at correct time. It gives more focus on the performance of students so that in future they 

(students) may be capable for achieving the higher success rate and best performance. Thus, it 

goes a long way in bringing out the fact that main focus is on above objectives on selecting the 

best machine learning model and range of instances that will help this paper author in their 

upcoming research work on predictive analysis of the student’s performance with higher 

accuracy value at the time of school/collages reopening into three categories excellent, average, 

and poor. All These aims and objects of this study can be achieved only as and when the 

suggestion enumerated in the foregoing discussion adhere to (follow) and implemented with 

the same sense and spirit by the institution/administration concerned. 
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